
Climate Decision Making in the Age of GenAIClimate Decision Making in the Age of GenAI

Angel Hsu, PhD
Associate Professor of Public Policy and Environment, Energy and Ecology 

University of North Carolina at Chapel Hill | Data-Driven EnviroLab
January 13, 2026



Integrated management of
energy systems, multi-modal
transport, urban ecosystem
Prediction of investment risks in
low-carbon projects

TRANSFORMING 
COMPLEX SYSTEMS

Sources Stern, N., Romani, M., Pierfederici, R., Braun, M., Barraclough, D., Lingeswaran, S., ... & Niemann, N. (2025). Green and intelligent: the role of AI in the climate
transition. npj Climate Action, 4(1), 1-7.; Milojevic-Dupont, N., & Creutzig, F. (2021). Machine learning for geographically differentiated climate change mitigation in urban areas.
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INNOVATING TECH +
RESOURCE EFFICIENCY

MODELLING  CLIMATE
SYSTEMS + POLICY

MANAGING ADAPTATION +
RESILIENCE

Generation of sustainable
design options
Maximization of asset use and
efficiency over lifetime

NUDGING BEHAVIORAL
CHANGE

Modelling social behavior,
pattern analysis, prediction
Facilitating environmental
behavior through data
analytics and AI assistants

Forecasting extreme weather
and cilmate change scenarios
Modelling effects of climate
change and effectiveness of
policy scenarios

Forecasting climate impacts
and early warning systems
Management of financial and
human climate risk
strategic planning and climate
adaptation

AI can aid climate action across a range of dimensions 



Use of GPT and GenAI chatbots usage surging

Generative AI

Artificial
Intelligence

Machine Learning

Deep Learning

Source: https://gptrends.io/blog/mid-2025-ai-chatbot-scorecard/

Mid-2025 - user statistics

https://gptrends.io/blog/mid-2025-ai-chatbot-scorecard/


Sources: https://blogs.worldbank.org/en/digital-development/who-on-earth-is-using-generative-ai-; https://www.pewresearch.org/science/2025/09/17/ai-in-americans-lives-awareness-experiences-and-attitudes/

Use of GPT and GenAI chatbots usage is surging

https://blogs.worldbank.org/en/digital-development/who-on-earth-is-using-generative-ai-


Uncertain, geographically biased training data,
skewed heavily towards Global North

Challenges in applying GenAI Chatbots for climate
information-seeking



Source: Data Provenance Initiative (2024) https://www.dataprovenance.org/Multimodal_Data_Provenance.pdf. 

Training data heavily skewed towards Global North 

Across 4000 public datasets between 1990-
2024, spanning 608 languages, 798
sources, 659 organizations, and 67

countries used for AI training:

90% of training data came from North
America; fewer than 4% from Africa



Uncertain, geographically biased training data

Ranking/prioritization of sources
Liu, et al. (2024). Lost in the middle: How language models use long contexts. Transactions of
the Association for Computational Linguistics, 12, 157-173.

Hallucination/embellishment
Huang,et al. (2025). A survey on hallucination in large language models: Principles, taxonomy,
challenges, and open questions. ACM Transactions on Information Systems, 43(2), 1-55.

Confirmation bias
Bo, J. Y., Kazemitabaar, M., Deng, M., Inzlicht, M., & Anderson, A. (2025). Invisible Saboteurs:
Sycophantic LLMs Mislead Novices in Problem-Solving Tasks. arXiv preprint arXiv:2510.03667.

Summary creep
Peters, U., & Chin-Yee, B. (2025). Generalization bias in large language model summarization of
scientific research. Royal Society Open Science, 12(4), 241776.

Computational challenges 
Li, X., et al. (2024). Evaluating mathematical reasoning of large language models: A focus on
error identification and correction. arXiv preprint arXiv:2406.00755.

Challenges in applying GenAI Chatbots for climate
information-seeking



Explainable AI (XAI) still limited in the climate/geosciences

Dramsch, J. S., Kuglitsch, M. M., Fernández-Torres, M. Á., Toreti, A., Albayrak, R. A., Nava, L., ... & Hrast Essenfelder, A. (2025). Explainability can foster trust in artificial intelligence in geoscience. Nature Geoscience, 18(2), 112-114.

Of 2.3 million arXiv abstracts from 2007 to 2022,
only 6.1% mention XAI, compared with 25.5% that

mention AI. This share has stayed steady, with
most XAI papers coming from geoinformatics and

geophysics.



Climate Chatbots aim to make GenAI usage more credible

Source: ChatNetZero.ai; ChatNDC.org; Chatclimate.ai; macaozinho,; https://www.eci.io/climategpt; https://helmholtz.software/software/climsight

https://www.routetobelem.com/macaozinho


Source: Hsu, A., Laney, M., Manya, D., Zhang, J., Farczadi, L. Evaluating ChatNetZero, an LLM-Chatbot to Demystify Climate Pledges. Review copy of pre-print:
https://openreview.net/pdf?id=MmTaM7lmvu.

Table 1. Factual evaluation – ratio of true
statements over total number of statements
generated.

Table 2. Embellishment ratio – non-factual
statements over total number of statements
generated.

Generic Chatbots tend to have lower factual accuracy, embellish



AI’s data centers consume ~4.4% of all US
energy but could consume as much as 22% of

electricity by 2028. 

These centers typically use electricity that’s
48% more carbon-intensive than the U.S.

average.

Training AI models only accounts for 10-20% of
AI’s energy use. Most comes from prompting or

inference.

Data Source: https://ml.energy/leaderboard; MIT Technology Review (2025). https://www.technologyreview.com/2025/05/20/1116327/ai-energy-usage-climate-footprint-big-tech/.

Climate-AI applications must consider environmental footprint



Climate-AI applications must consider environmental footprint

Data Source: Data-Driven EnviroLab and Arboretica, in prep.

•Domain-specific (smaller LLMs)
have lower energy consumption
than generic models

•Agentic models are much more
energy intensive

• ChatNDC's agentic
hallucination check is 61%
faster, but uses 25x more energy
than ChatNetZero's non-LLM
algorithm  ChatGPT

-4o
(limit to 200 char)

ChatGPT
-4o

ChatNZ ChatNDC



Climate-AI applications must consider environmental footprint

Data Source: Data-Driven EnviroLab and Arboretica, in prep.

• With the same input length,
ChatGPT produces about 2.6
times more output and uses
about twice the energy.

• Even though ChatNetZero’s
input is over 600 times longer
than gpt‑4o‑mini, it still shows
lower average energy use.



Source: Image credits: https://medium.com/enrique-dans/how-deepseek-provides-a-perfect-example-of-the-jevons-paradox-fd89125033ac; Tasos Katopodis/Getty Images for Friends of the Earth

Jevon’s Paradox: Rebound effect of increasing AI and energy usage 

Jevon’s Paradox



Sources: Debnath, R., Creutzig, F., Sovacool, B. K., & Shuckburgh, E. (2023). Harnessing human and machine intelligence for planetary-level climate action. npj
Climate Action, 2(1), 20; Bottom image: Santo, W.L. (2023). Algorithmic neighborhoods. https://ephemera.medium.com/algorithmic-neighborhoods-91a1ead887e2.

Trustworthy climate AI must have humans in the loop

For just, equitable AI usage for
climate, human involvement is

essential - from diverse data and
community input to transparent

oversight - so we avoid harms like
algorithmic redlining, where biased

models reinforce existing inequalities
instead of solving them.



Sources: ISO/IEC 42001:2023; https://algoritmes.overheid.nl/en?utm_source=chatgpt.com; NC Governor’s Office. https://governor.nc.gov/executive-order-no-24-advancing-trustworthy-artificial-intelligence-benefits-all-north-carolinians/open

Governance systems for AI needed so climate AI tools can be trusted



THANK YOU!

ddl@unc.edu
datadrivenlab.org

We’ve launched a new Center for Climate Leadership and
AI-driven Integrity in Mitigation (CLAIM). Sign up for our

newsletter to stay up to date:


